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Abstract 
 

The swift uptake of mobile health applications has led to an increase in user-generated feedback, 
providing important insights into public satisfaction. To explore user sentiments, this study 
analyzes 9,848 reviews from a health-oriented application utilizing three machine learning 
methods: Multinomial Naïve Bayes, Logistic Regression, and Support Vector Machine (SVM). 
The feedbacks were classified as positive or negative. The methodology included standard 
preprocessing such as cleaning and stemming, feature extraction using Term Frequency-Inverse 
Document Frequency (TF-IDF), and addressing class imbalance with the Synthetic Minority 
Oversampling Technique (SMOTE). Models were fine-tuned and verified through 5-fold cross-
validation. Effectiveness was measured by accuracy, precision, recall, and F1-score. Logistic 
Regression and SVM reached the greatest accuracy at 92%, while Naïve Bayes trailed at 86%. 
Logistic Regression showed strong precision (95%) and recall (94%) for positive reviews, with 
SVM performing comparably. These results emphasize the capability of sentiment analysis in 
enhancing digital health services through information-based user feedback. 
 
Keywords: Sentiment Analysis, Mobile Application, TF-IDF, Logistic Regression, Naïve Bayes, 
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1. Pendahuluan  
 
Pemerintah Indonesia mendorong transformasi digital di bidang kesehatan, salah satunya lewat 
peluncuran aplikasi mobile yang memudahkan akses masyarakat terhadap layanan dan informasi 
kesehatan secara online. Inisiatif ini bertujuan meningkatkan efisiensi serta jangkauan layanan 
publik. Namun, banyaknya pengguna dan ulasan di platform seperti Google Play Store 
menunjukkan perlunya evaluasi berkelanjutan untuk menilai kepuasan dan kualitas layanan. 
Ulasan pengguna merupakan bentuk pernyataan tertulis yang memuat opini, evaluasi, atau 
tanggapan terhadap suatu produk atau layanan. Isi dari ulasan ini sering kali mencerminkan 
tingkat kepuasan pengguna sekaligus mengungkapkan kekurangan sistem melalui masukan 
berupa kritik maupun saran yang membangun [1]. 
 
Untuk menjawab kebutuhan tersebut, penelitian ini menggunakan analisis sentimen sebagai 
pendekatan komputasi untuk mengelompokkan komentar pengguna menjadi kategori positif dan 
negatif. Analisis sentimen merupakan teknik pemrosesan data teks yang bertujuan memahami 
dan mengklasifikasikan ekspresi emosional pengguna [2]. Proses ini dilakukan dengan 
menerapkan algoritma machine learning seperti Logistic Regression, Support Vector Machine 
(SVM), dan Naïve Bayes yang terbukti efektif dalam pengolahan teks berskala besar. Tujuan 
studi ini adalah menilai persepsi pengguna terhadap aplikasi kesehatan mobile dan menyediakan 
dasar berbasis data untuk peningkatan kualitas layanan digital. Studi serupa pada aplikasi 
iPusnas menunjukkan dominasi sentimen positif dari pengguna, yang mencerminkan tingkat 
kepuasan tinggi terhadap layanannya [3]. Temuan tersebut mendukung pentingnya masukan 
pengguna dalam evaluasi layanan digital. Dengan pendekatan yang sama, penelitian ini 
membandingkan kinerja ketiga algoritma dalam klasifikasi sentimen ulasan guna memperkuat 
strategi pengembangan layanan kesehatan digital berbasis umpan balik pengguna. 
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2. Metode Penelitian 
 

2.1 Kerangka Penelitian 

 

 
 

Gambar 1. Alur Penelitian 
 

Studi ini dimulai dengan pengumpulan data review dari aplikasi mobile. Data yang didapat 
kemudian dikelola melalui tahapan pre-processing agar siap digunakan oleh model. Selanjutnya, 
fitur diekstraksi dengan menggunakan metode TF-IDF. Sebelum pelatihan model, teknik SMOTE 
(Synthetic Minority Oversampling Technique) diterapkan untuk menangani ketidakseimbangan 
kelas. Setelahnya, data dilatih memakai tiga model machine learning, yaitu Logistic Regression, 
Naïve Bayes, dan Support Vector Machine (SVM). Performa setiap model dinilai dengan 
memanfaatkan metrik akurasi, presisi, recall, dan F1-score. Seluruh tahapan proses 
dilaksanakan di platform Google Colab dengan memakai bahasa pemrograman Python dalam 
lingkungan Jupyter Notebook. 
 
2.2 Sumber dan Deksripsi Data 

 
Data yang digunakan dalam studi ini diambil dari sumber sekunder yang diperoleh melalui 
platform Kaggle. Dataset ini berisi sebanyak 9.848 ulasan pengguna terhadap aplikasi Mobile 
JKN yang diunduh dari Google Play Store. Semua data telah dikategorikan ke dalam dua jenis 
sentimen, yaitu positif dan negatif. 
 

Tabel 1. Contoh Dataset 
 

content score label 

webnya bapuk. kurang satset. gk jelas 1 negatif 

mantap 5 positif 

sejauh ini aplikasi milik pemerintah, mobile JKN yg paling good 5 positif 

kenapa mau ambil no antrean untuk kontrol”kouta poli udh habis” 2 negatif 

 
2.3 Text Preprocessing 

 

 
 

Gambar 2. Bagan Alur Tahap Preprocessing 
 

Langkah-langkah praproses dimulai dengan case folding untuk menyelaraskan semua huruf 
menjadi huruf kecil. Selanjutnya, dilakukan pembersihan data, seperti menghapus URL, emoji, 
angka, dan simbol yang tidak relevan. Setelah itu, proses tokenisasi dilakukan untuk memecah 
teks menjadi kata-kata. Langkah berikutnya adalah penghapusan stopword untuk mengeliminasi 



JNATIA Volume 4, Nomor 1, November 2025     p-ISSN: 2986-3929 
Jurnal Nasional Teknologi Informasi dan Aplikasinya   e-ISSN: 3032-1948 

65 

kata-kata umum yang tidak terlalu bermakna, seperti "dan" atau "di". Akhirnya, diterapkan 
stemming untuk mengembalikan setiap kata ke bentuk dasar, sehingga kata-kata turunan yang 
memiliki akar sama dapat disamakan. 
 
2.4 Ekstraksi fitur TF-IDF 

 
Metode Term Frequency-Inverse Document Frequency (TF-IDF) digunakan untuk mengevaluasi 
sejauh mana pentingnya suatu kata dalam dokumen tertentu dibandingkan dengan kumpulan 
dokumen lainnya. Pendekatan ini menggabungkan dua elemen utama, yaitu Term Frequency 
(TF), yang mengukur frekuensi kemunculan suatu kata dalam dokumen dibandingkan dengan 
total kata yang ada, serta Inverse Document Frequency (IDF), yang menilai seberapa khas kata 
tersebut di antara seluruh dokumen yang diperiksa [4]. Adapun rumus TF-IDF adalah sebagai 
berikut: 
 

 𝑡𝑓 =  0,5 +  0,5 ×  
𝑡𝑓

𝑚𝑎𝑥(𝑡𝑓)
 (1) 

 

 𝑖𝑑𝑓𝑡  =  𝑙𝑜𝑔 (
𝐷

𝑑𝑓𝑡
) (2) 

 

 𝑊𝑑.𝑡  =  𝑡𝑓𝑑.𝑡  ×  𝑖𝑑𝑓𝑑.𝑡  (3) 

 
Dalam konteks perhitungan TF-IDF, t merujuk pada term ke-t dalam dokumen, tf adalah frekuensi 
kemunculan term tersebut, dan idf merupakan Inverse Document Frequency. Nilai df 
menunjukkan jumlah dokumen yang mengandung term tersebut, sementara D adalah dokumen 
ke-d. Hasil akhirnya berupa W, yaitu bobot dari dokumen ke-d terhadap term ke-t. 
 
2.5 SMOTE (Synthetic Minority Oversampling Technique) 
 
SMOTE (Synthetic Minority Oversampling Technique) diciptakan oleh Nitesh V. Chawla pada 
tahun 2002 sebagai jawaban untuk menangani ketidakseimbangan kelas pada dataset. Berbeda 
dengan oversampling umum yang hanya melakukan salinan pada data minoritas, SMOTE 
membentuk sampel sintetis baru dengan memanfaatkan pendekatan k-nearest neighbor (k-NN). 
Pada data numerik, jarak geometris diterapkan, sementara untuk data kategorikal, digunakan 
Value Difference Metric (VDM). Metode ini berkontribusi dalam membentuk data pelatihan yang 
lebih seimbang dan mengurangi pengaruh terhadap kelas mayoritas [5]. 
 
2.6 Logistic Regression 

 
Logistic Regression merupakan teknik regresi yang dimanfaatkan untuk mengevaluasi relation 
antara variabel independen dan variabel dependen yang bersifat kategoris, seperti biner (0 dan 
1) atau dikotomi (ya atau tidak). Berbeda dengan regresi berganda, metode ini dirancang khusus 
untuk menangani variabel dependen kualitatif. Logistic Regression sangat efisien dalam 
menyelesaikan masalah klasifikasi, terutama ketika hasil yang diinginkan berupa kategori 
tertentu. Model ini dinyatakan melalui persamaan (4) dan (5) [6]. 
 

 𝐿𝑛(
𝑝

1−𝑝
)  =  𝐵0  +  𝐵1𝑋 (4) 

 

 𝑝 =  (
𝑒(𝐵0 +𝐵1𝑋)

1 + 𝑒(𝐵0 +𝐵1𝑋)) (5) 

 
Dalam persamaan regresi logistik, B₀ merupakan konstanta, B₁ adalah koefisien dari setiap 
variabel prediktor, dan p menunjukkan probabilitas terjadinya kejadian Y = 1. Pada penelitian ini, 
algoritma Logistic Regression diterapkan dengan parameter C=100 sebagai pengatur kekuatan 
regularisasi, penalty='l2' untuk mencegah overfitting, max_iter=1000 sebagai batas iterasi 
maksimum, dan class_weight='balanced' untuk menangani ketidakseimbangan kelas. Proses 
tuning hyperparameter dilakukan menggunakan GridSearchCV dengan 5-fold cross-validation, 
menggunakan variasi nilai C = [0.001, 0.01, 0.1, 1, 10, 100] dan penalty = ['l1', 'l2'] untuk 
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memperoleh kombinasi parameter terbaik berdasarkan akurasi. 
 
2.7 Naïve Bayes 

 
Naïve Bayes adalah model klasifikasi berbasis probabilistik yang terkenal dengan 
kesederhanaannya namun efektif, seperti dalam analisis sentimen. Algoritma ini berdasarkan 
pada Teorema Bayes, yang memperhitungkan peluang suatu kelas bersumber pada informasi 
sebelumnya. Kata "naïve" mencerminkan asumsi bahwa setiap fitur dianggap saling bebas 
secara kondisional, artinya kehadiran satu kata tidak memengaruhi kata lainnya. Dalam 
pemrosesan teks, NB menggunakan pendekatan bag-of-words (BoW) untuk mengekstraksi fitur 
tanpa memperhatikan urutan kata. Model ini cocok untuk data diskrit seperti frekuensi kata, 
karena menghitung probabilitas kelas dengan mengasumsikan setiap kata muncul secara 
independen dalam dokumen. 
 

 𝑃 (𝑙𝑎𝑏𝑒𝑙|𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)  =  
𝑃(𝑙𝑎𝑏𝑒𝑙) ∗ (𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠|𝑙𝑎𝑏𝑒𝑙)

𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
  (6) 

 
Dalam konteks Naïve Bayes, P(label|features) menunjukkan probabilitas suatu label tertentu 
berdasarkan sekumpulan fitur yang diamati. P(label) merepresentasikan peluang awal atau prior 
dari label tersebut sebelum mempertimbangkan fitur. P(features|label) adalah kemungkinan 
munculnya fitur-fitur tersebut jika diketahui labelnya, sedangkan P(features) menunjukkan 
probabilitas keseluruhan dari fitur-fitur tersebut tanpa memperhatikan label. 
 
Multinomial Naïve Bayes merupakan varian dari NB yang umum digunakan dalam text 
classification, seperti analisis sentimen. Algoritma ini dirancang untuk menangani fitur berbasis 
frekuensi kata, seperti yang diperoleh melalui bag-of-words atau TF-IDF. Model ini 
mengasumsikan bahwa setiap fitur bersifat independen secara kondisional terhadap fitur lainnya 
dalam satu kelas, serta mengikuti distribusi multinomial. Probabilitas suatu dokumen dikalkulasi 
berdasarkan frekuensi kemunculan kata dalam dokumen, dan class dengan nilai kemungkinan 
terbesar dipilih sebagai hasil klasifikasi [7]. Dalam penelitian ini, Multinomial Naïve Bayes 
digunakan dengan parameter alpha=0.1 sebagai teknik smoothing untuk menghindari 
probabilitas nol. Proses tuning hyperparameter dilakukan menggunakan GridSearchCV dengan 
5-fold cross-validation, dengan rentang alpha mulai dari 0.1 hingga 10.0 untuk menemukan 
konfigurasi terbaik berdasarkan akurasi. 
 
2.8 Support Vector Machine (SVM) 
 
Support Vector Machine (SVM) adalah algoritma pembelajaran mesin yang digunakan untuk 
mengklasifikasikan data dengan label yang telah ditetapkan. SVM mampu mengidentifikasi pola 
sentimen dan emosi pengguna terhadap aplikasi berdasarkan isu yang dihadapi [8]. Dalam 
penelitian ini, SVM diterapkan dengan berbagai kombinasi hyperparameter untuk memperoleh 
konfigurasi terbaik. Parameter yang disesuaikan meliputi C = [0.1, 1, 10, 100] sebagai pengatur 
regularisasi, gamma = [1, 0.1, 0.01, 0.001] untuk mengontrol jangkauan pengaruh data latih pada 
kernel RBF, serta kernel = ['rbf', 'linear'] untuk menentukan fungsi pemisah data. Proses 
optimisasi dilakukan menggunakan GridSearchCV dengan 5-fold cross-validation untuk 
mendapatkan kombinasi parameter yang menghasilkan akurasi tertinggi. 
 
2.9 Confusion Matrix 

 
Sesudah tahap klasifikasi, kinerja model dievaluasi dengan bantuan confusion matrix. Confusion 
matrix merupakan metode analisis yang sering diaplikasikan untuk menilai ketepatan model 
klasifikasi, baik dalam situasi biner maupun multiclass [9]. Dari matriks ini, dapat dihitung empat 
metrik utama: ketepatan, presisi, recall, dan skor F1. Berikut adalah rumus dari masing-masing 
metrik evaluasi berdasarkan confusion matrix. 
 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (7) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 
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 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (9) 

 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
   (10) 

 
3. Hasil dan Diskusi 
 

3.1. Preprocessing 
 
Proses pengolahan awal dilaksanakan pada kumpulan data yang terdiri dari 6.541 entri berlabel 
positif dan 3.307 entri negatif. Langkah ini dimulai dengan pengubahan huruf menjadi huruf kecil 
secara menyeluruh, diikuti dengan penghapusan elemen yang tidak relevan seperti URL, simbol, 
emoji, dan angka. Berikutnya, dilakukan pemecahan teks menjadi token melalui tokenisasi, 
kemudian penghapusan kata umum dengan menggunakan library Sastrawi untuk menyingkirkan 
kata-kata yang tidak memberikan kontribusi pada analisis. Tahap terakhir adalah pengembalian 
kata ke bentuk dasarnya menggunakan Sastrawi. Contoh hasil pengolahan awal dapat dilihat 
pada Tabel 2. 
 

Tabel 2. Contoh hasil preprocessing 
 

 content label 

Data Awal aplikasi apa ini saya verifikasi sudah 6x Gonta ganti  nomor 
telfon masa tidak ada muncul notifikasinya, parah benar 

negatif 

Case Folding aplikasi apa ini saya verifikasi sudah 6x gonta ganti nomor 
telfon masa tidak ada muncul notifikasinya, parah benar  

negatif 

Hapus URL, simbol, 
emoji, dan angka 

aplikasi apa ini saya verifikasi sudah x gonta ganti nomor 
telfon masa tidak ada muncul notifikasinya parah benar  

negatif 

Tokenization ['aplikasi', 'apa', 'ini', 'saya', 'verifikasi', 'sudah', 'x', 'gonta', 
'ganti', 'nomor', 'telfon', 'masa', 'tidak', 'ada', 'muncul', 
'notifikasinya', 'parah', 'benar'] 

negatif 

Stopwords Removal ['aplikasi', 'apa', 'verifikasi', 'x', 'gonta', 'ganti', 'nomor', 
'telfon', 'masa', 'muncul', 'notifikasinya', 'parah', 'benar'] 

negatif 

Stemming ['aplikasi', 'apa', 'verifikasi', 'x', 'gonta', 'ganti', 'nomor', 
'telfon', 'masa', 'muncul', 'notifikasi', 'parah', 'benar'] 

negatif 

 
3.2. Perhitungan Ekstraksi Fitur TF-IDF 
 
Setelah melewati tahap pra-pemrosesan, teks diubah menjadi bentuk numerik menggunakan 
pendekatan TF-IDF (Term Frequency-Inverse Document Frequency). Berbeda dengan 
CountVectorizer yang hanya mencatat jumlah kemunculan kata, TF-IDF menghitung bobot kata 
berdasarkan frekuensi kemunculan dalam dokumen dan keberadaannya di seluruh kumpulan 
data, sehingga memberikan nilai lebih pada kata-kata tertentu yang jarang muncul di dokumen 
lain. Ekstraksi fitur dilakukan menggunakan TfidfVectorizer dari library scikit-learn. Data latih 
diproses dengan fit_transform() untuk membentuk kosakata sekaligus menghitung bobot, 
sementara data uji diproses dengan transform() menggunakan kosakata yang sama. 
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Gambar 3. Implementasi TF-IDF 
 

3.3. Implementasi SMOTE (Synthetic Minority Oversampling Technique) 
 
Setelah penerapan teknik SMOTE pada dataset, distribusi kelas menjadi seimbang dengan 
jumlah yang sama untuk kedua kategori sentimen, yaitu 5.233 data untuk sentimen positif dan 
5.233 data untuk sentimen negatif.  
 

 
 

Gambar 4. Implementasi SMOTE 
 
3.4. Pemodelan 
 
Setelah fitur diperoleh melalui TF-IDF, langkah berikutnya adalah membangun model 
menggunakan tiga algoritma klasifikasi pembelajaran mesin: Logistic Regression, Multinomial 
Naïve Bayes, dan Support Vector Machine (SVM). Ketiga algoritma ini dipilih karena sudah 
terbukti efektif dalam klasifikasi teks berdasarkan representasi vektor TF-IDF. Sebelum pelatihan 
model dilakukan, data dibagi menjadi 80% untuk pelatihan dan 20% untuk pengujian, seperti yang 
terlihat pada Gambar 4. 
 

 
 

Gambar 5. Pembagian data training dan data testing 
 

a. Logistic Regression 

 
Pembangunan model Logistic Regression dilaksanakan menggunakan library scikit-learn 
dengan melakukan penyetelan parameter optimal melalui teknik grid search. Proses 
pencarian parameter terbaik dilakukan pada parameter C dengan rentang nilai [0.001, 
0.01, 0.1, 1, 10, 100] dan parameter penalty dengan pilihan ['l1', 'l2'] menggunakan 
GridSearchCV dengan cross-validation 5-fold. Hasil pencarian parameter optimal 
menunjukkan bahwa kombinasi terbaik adalah C=100 dan penalty='l2' dengan 
max_iter=1000. Parameter C mengatur kekuatan regularisasi dimana nilai yang lebih besar 
berarti regularisasi yang lebih lemah, sedangkan penalty L2 menerapkan regularisasi 
ridge. Model kemudian dilatih menggunakan dataset latih yang telah melalui teknik SMOTE 
dan transformasi fitur TF-IDF. 
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Tahap evaluasi model Logistic Regression dilakukan dengan menguji kemampuan prediksi 
pada dataset uji yang telah diubah ke dalam format vektor TF-IDF. Output prediksi model 
dibandingkan dengan label yang sesungguhnya untuk menghasilkan confusion matrix. 
  

 
 

Gambar 6. Confustion matrix model Logistic Regression 
 

Analisis matriks kebingungan menunjukkan bahwa model Logistic Regression berhasil 
mengklasifikasikan 591 data dengan sentimen negatif dengan akurasi yang baik, meskipun 
ada 71 data negatif yang keliru diprediksi sebagai positif. Untuk sentimen positif, model ini 
mampu mengidentifikasi 1.231 data dengan tepat, sementara 77 data lainnya salah 
dikategorikan sebagai negatif. Dari hasil ini, metrik evaluasi seperti ketepatan, presisi, 
recall, dan skor F1 dapat dihitung untuk menilai performa keseluruhan model. 
 

 
 

Gambar 7. Evaluasi model Logistic Regression 
 

Hasil evaluasi menyeluruh model Logistic Regression dengan fitur TF-IDF menunjukkan 
kinerja yang sangat memuaskan dengan tingkat akurasi mencapai 92%. Untuk klasifikasi 
sentimen negatif, model mencapai precision 88%, recall 89%, dan F1-score 89%. 
Sedangkan pada klasifikasi sentimen positif, model memperoleh precision 95%, recall 
94%, dan F1-score 94%.  
 

b. Naïve Bayes 

 
Model Multinomial Naïve Bayes diimplementasikan menggunakan library scikit-learn 
dengan optimasi hyperparameter alpha melalui GridSearchCV dan 5-fold cross-validation. 
Nilai alpha yang diuji meliputi 0.1, 0.5, 1.0, 2.0, 5.0, dan 10.0, dengan hasil terbaik pada 
alpha=0.1 sebagai parameter smoothing untuk menangani kata yang tidak muncul di data 
latih. Model dilatih menggunakan data hasil SMOTE dan representasi fitur TF-IDF. Setelah 
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pelatihan, evaluasi dilakukan pada data uji yang telah melalui proses ekstraksi TF-IDF. 
Hasil prediksi dibandingkan dengan label aktual untuk menghasilkan confusion matrix 
sebagai dasar evaluasi kinerja model. 
 

 
 

Gambar 8. Confusion matrix model Multinomial Naïve Bayes 
 

Berdasarkan analisis matriks kebingungan, model Multinomial Naïve Bayes telah berhasil 
mengategorikan 642 data dengan sentimen negatif dengan akurasi yang tinggi, meskipun 
terdapat 20 data negatif yang salah dikenali sebagai positif. Untuk sentimen positif, model 
sukses mengidentifikasi 1.048 data dengan tepat, sedangkan 260 data lainnya salah 
klasifikasi sebagai negatif. Dari hasil tersebut, metrik evaluasi seperti akurasi, presisi, 
recall, dan F1-score dapat dihitung untuk menilai kinerja model secara keseluruhan. 
 

 
 

Gambar 9. Evaluasi model Multinomial Naïve Bayes 
 

Evaluasi algoritma Multinomial Naïve Bayes yang dilatih menggunakan fitur TF-IDF 
menunjukkan kinerja yang cukup baik dengan akurasi 86%. Pada kelas negatif, model 
mencapai precision 71%, recall 97%, dan F1-score 82%. Sementara itu, untuk kelas positif, 
diperoleh precision 98%, recall 80%, dan F1-score 88%. 
 

c. Support Vector Machine (SVM) 
 
Support Vector Machine (SVM) dikembangkan menggunakan library scikit-learn dengan 
optimasi hyperparameter melalui GridSearchCV dan validasi silang 5-fold. Parameter yang 
diuji meliputi C=[0.1, 1, 10, 100], gamma=[1, 0.1, 0.01, 0.001], dan kernel=['rbf', 'linear'], 
dengan hasil terbaik pada kombinasi C=100, gamma=0.1, dan kernel='rbf'. Model dilatih 
menggunakan data hasil SMOTE dan fitur TF-IDF. Evaluasi dilakukan pada data uji yang 
telah diproses serupa, dengan hasil prediksi dibandingkan terhadap label sebenarnya 
untuk menghasilkan confusion matrix sebagai dasar pengukuran performa. 
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Gambar 10. Confusion matrix model Support Vector Machine (SVM) 
 

Berdasarkan analisis dari matriks kebingungan, model SVM mampu dengan tepat 
mengklasifikasikan 586 data negatif, meskipun ada 76 data negatif yang salah terdeteksi 
sebagai positif. Dalam hal data positif, model berhasil mengidentifikasi 1.219 data dengan 
akurat, sedangkan 89 data keliru dikategorikan sebagai negatif. Dari hasil tersebut, metrik 
evaluasi seperti akurasi, presisi, recall, dan F1-score dapat dihitung guna menilai kinerja 
model secara keseluruhan. 
 

 
 

Gambar 11. Evaluasi model Support Vector Machine (SVM) 
 

Evaluasi menyeluruh terhadap SVM yang dilatih dengan fitur TF-IDF menunjukkan hasil 
yang sangat baik, dengan akurasi sebesar 92%. Pada sentimen negatif, model mencapai 
precision 87%, recall 89%, dan F1-score 88%. Sementara itu, untuk sentimen positif, 
diperoleh precision 94%, recall 93%, dan F1-score 94%. 

 
4. Kesimpulan 
 
Berdasarkan analisis sentimen yang dilakukan pada ulasan aplikasi mobile dengan 
memanfaatkan tiga algoritma pembelajaran mesin, Logistic Regression dan Support Vector 
Machine menunjukkan kinerja terbaik dengan tingkat akurasi mencapai 92%, sementara 
Multinomial Naïve Bayes mencatatkan akurasi sebesar 86%. Penggunaan SMOTE terbukti efektif 
dalam mengatasi ketidakseimbangan kelas dengan menyamakan jumlah data menjadi 5.233 
untuk setiap kategori sentimen. Di samping itu, proses ekstraksi fitur melalui TF-IDF berhasil 
mengubah data teks menjadi representasi numerik yang sesuai untuk pemrosesan oleh model 
pembelajaran mesin. Penelitian ini menunjukkan bahwa Logistic Regression dan Support Vector 
Machine merupakan metode yang paling optimal untuk klasifikasi sentimen ulasan aplikasi mobile 
dengan tingkat precision dan recall yang konsisten, sehingga dapat dijadikan acuan bagi 
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pengembang aplikasi dalam memahami feedback pengguna secara otomatis untuk 
meningkatkan kualitas layanan berdasarkan analisis sentimen yang akurat. Penelitian 
selanjutnya dapat mengeksplorasi penggunaan metode deep learning atau ensemble learning 
untuk meningkatkan performa klasifikasi sentimen lebih lanjut. 
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