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Abstrak

Buah tomat memiliki durasi mencapai kematangan yang singkat. Sehingga jika melewati durasi
kematangannya, maka buah tomat akan seketika membusuk. Para petani buah tomat melakukan
proses klasifikasi kematangan buah tomat secara manual. Proses klasifikasi secara manual dapat
mengakibatkan hasil klasifikasi yang tidak konsisten, yang disebabkan karena proses tersebut sangat
menguras tenaga manusia jika dilakukan dalam kuantitas yang banyak. Oleh karena itu, penulis
merancang sistem klasifikasi tingkat kematangan buah tomat dengan algoritma Convolutional Neural
Network (CNN). Metode yang digunakan dalam penelitian ini adalah model CNN dengan arsitektur
Inception-V3 dan arsitektur ResNet50. Penulis juga melakukan perbandingan performa klasifikasi dari
kedua arsitektur tersebut dan membandingkan arsitektur mana yang memiliki performa klasifikasi yang
lebih baik. Berdasarkan hasil pengujian yang dilakukan, nilai akurasi terbaik diperoleh ketika
menggunakan model CNN dengan arsitektur ResNet50 dengan tingkat akurasi sebesar 95%. Lalu,
berdasarkan pengujian menggunakan data uji menunjukkan kedua model CNN tersebut dapat
melakukan klasifikasi citra dengan optimal dan tanpa kesalahan.

Kata Kunci : Sistem Klasifikasi, Convolutional Neural Network, Inception-V3, ResNet50, Tomat

1. Pendahuluan

Buah tomat adalah salah satu tanaman yang potensial tumbuh di Indonesia. Hal ini dapat dibuktikan
dengan produksi buah tomat yang mencapai 1.143.787,7 ton pada tahun 2023, menempati urutan
keenam dari 10 besar produksi tanaman sayuran di Indonesia [1]. Buah tomat memiliki manfaat bagi
tubuh karena mengandung vitamin, mineral, dan senyawa likopen sebagai antioksian [2]. Tantangan
utama yang dihadapi oleh petani saat meningkatnya produksi buah tomat adalah proses klasifikasi
kematangan buah tomat yang masih dilakukan secara manual. Cara tersebut tidak hanya menguras
tenaga, tetapi juga rawan menghasilkan klasifikasi yang tidak konsisten, sehingga dapat menyebabkan
kerugian ekonomi jika buah tomat membusuk yang disebabkan karena panen yang tidak tepat waktu
[3].

Seiring berkembangnya teknologi kecerdasan buatan, implementasi deep learning dapat mengatasi
masalah tersebut. Salah satu algoritma deep learning yang banyak digunakan di berbagai bidang untuk
klasifikasi citra adalah convolutional neural network (CNN) [4]. Dalam algoritma CNN, terdapat
beberapa jenis arsitektur dan arsitektur yang sudah terbukti memiliki akurasi yang tinggi adalah
Inception-V3 dan ResNet50. Algoritma CNN juga banyak digunakan dalam bidang pertanian.
Penggunaan CNN dalam klasifikasi kematangan buah kopi kuning menggunakan arsitektur Inception-
V3 menghasilkan performa klasifikasi yang mengesankan, dengan nilai akurasi sebesar 92% [5].
Kemudian, implementasi dari CNN ResNet50 dalam mengklasifikasi kematangan buah pisang
menghasilkan figur nilai akurasi sebesar 91% [6].
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Berdasarkan penelitian terdahulu, penelitian ini bertujuan untuk membandingkan performa antara
arsitektur Inception-V3 dan ResNet50 dalam klasifikasi tingkat kematangan buah tomat. Hasil dari
penelitian ini dapat mengetahui arsitektur mana yang memiliki performa klasifikasi yang akurat dan
stabil, sehingga dapat membantu petani dalam mengklasifikasi tingkat kematangan buah tomat.

2. Metode Penelitian

Penelitian ini dilakukan dengan mengikuti alur penelitian agar proses penelitian berjalan dengan
terarah. Alur penelitian merupakan tahapan-tahapan proses penelitian berdasarkan pada langkah-
langkah seperti pada gambar di bawah ini :

Pra-Pemrosesan
Data

Pengumpulan Data Perancangan Model

Pelatihan Model

Evaluasi Hasil Pengujian Model

Gambar 1. Alur Penelitian

2.1. Pengumpulan Data

Dalam pengumpulan data, dataset yang digunakan untuk proses melatih model CNN bersumber dari
situs Mendeley Data dan Dataset Ninja [7][8]. Total data yang digunakan adalah 530 gambar, yang
terdiri dari 260 gambar pada kelas belum matang dan 260 gambar pada kelas matang. Kemudian, data
tersebut dibagi dengan rasio 76% untuk data training, 23% untuk data validation, dan 1% untuk data
testing. Berikut rincian jumlah dan contoh dari dataset yang akan digunakan. Gambar isi kiri merupakan
contoh gambar dari kelas belum matang dan gambar sisi kanan adalah contoh gambar dari kelas
matang.

Tabel 1. Rincian Jumlah Dataset

Belum Matang Matang
Training Validation Testing Training Validation Testing
200 citra 60 citra 5 citra 200 citra 60 citra 5 citra
Total Dataset 265 citra Total Dataset 265 citra
Total Keseluruhan 530 citra

Gambar 2. Sampel Dataset Buah Tomat [7]
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2.2. Pra-Pemrosesan Data

Pada tahap ini, dataset akan dilakukan pra-pemrosesan (pre-processing), sebuah tahap penyesuaian
untuk menyeragamkan setiap data gambar buah tomat dalam satu dataset. Tahap pertama dari pra-
pemrosesan adalah rescaling, untuk menyesuaikan nilai piksel dari [0,255] menjadi [0,1]. Kemudian,
dilanjutkan ke tahap resize untuk menyesuaikan ukuran gambar dengan input standar dari masing-
masing arsitektur, yaitu 299x299 piksel untuk arsitektur Inception-V3 [9]. Sedangkan ukuran standar
dari arsitektur ResNet50 adalah 224x224 piksel [10]. Setelah dilakukan tahap resize, dilanjutkan ke
tahap augmentasi data. Tahap ini dilakukan untuk menambah variasi data yang bertujuan untuk
mengurangi risiko model CNN mengalami overfitting. Parameter yang digunakan dalam augmentasi
data adalah rotation range, shear range, zoom range, width shift range, height shift range, horizontal
flip, dan fill mode. Berikut Tabel 1 yang merupakan rincian dari parameter augmentasi data yang
digunakan.

Tabel 1. Parameter Augmentasi Data

No Parameter Nilai

1 Rotation Range 40

2 Shear Range 0,2

3 Width Shift Range 0,2

4 Height Shift Range 0,2

5 Zoom Range 0,3

6 Horizontal Flip True
7 Fill Mode ‘nearest’

2.3. Perancangan Model CNN Inception-V3

Setelah melalui tahap pra-pemrosesan, dilakukan tahap perancangan yang bertujuan untuk merancang
model CNN yang akan digunakan sebagai model klasifikasi kematangan buah tomat. Pada tahap ini,
penulis merancang model CNN dengan arsitektur Inception-V3 dan kemudian dilanjutkan dengan
arsitektur ResNet50. Arsitektur Inception-V3 memiliki kernel konvolusi metode pemisahan yang
berfungsi untuk memecah konvolusi besar menjadi konvolusi kecil, sehingga proses pelatihan model
lebih efisien dan meningkatkan kemampuan dalam mengekstrak fitur spasial [11]. Sedangkan,
arsitektur ResNet50 menggunakan konsep residual connection, yang memungkinkan arsitektur
ResNet50 dalam menggunakan fitur dari lapisan sebelumnya agar risiko kehilangan fitur penting saat
proses konvolusi dapat diminimalisir [12]. llustrasi dari arsitektur Inception-V3 dan ResNet50 dapat
dilihat pada gambar di bawah ini.

Input: 299x299x3, Output:8x8x2048

D

Convolution Input: Output:

AvgPool 299x299x3 8x8x2048

M\.:;:(P?:ZI Final part:8x8x2048 -> 1001
== Concat
== Dropout

Fully connected
= Softmax

Gambar 3. Arsitektur Inception-V3 [13]
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Gambar 4. Arsitektur ResNet50 [14]

2.4. Pelatihan Model
Setelah selesai merancang kedua model CNN tersebut, dilanjutkan proses pelatihan model. Dalam
proses pelatihan, penulis menggunakan beberapa skenario penggunaan hyperparameter dalam
pelatihan model. Rincian dari nilai hyperparameter yang digunakan dapat dilihat pada tabel di bawah
ini.

Tabel 2. Skenario Hyperparameter

No Parameter Nilai
1 Epoch 10, 50, 100, 150
2 Learning rate 0,0001 dan 0,001

2.5. Pengujian Model
Setelah proses pelatihan selesai, dilanjutkan ke tahap pengujian model. Pengujian model

menggunakan data testing yang telah disediakan di masing-masing kelas. Data testing terdiri dari 5
gambar dari masing-masing kelas.

2.6. Evaluasi Hasil

Tahap evaluasi hasil akan menggunakan metode confusion matrix, sebuah metode yang menghasilkan
jumlah gambar beserta hasil prediksinya dari setiap kelas dengan nilai diagonal sebagai jumlah prediksi
yang benar [10]. Selain itu, evaluasi hasil juga menggunakan evaluasi metrik yang terdiri dari accuracy,
precision, recall, dan f1-score. Metrik accuracy akan mengukur persentase prediksi benar yang
dihasilkan dari semua prediksi kelas, metrik precision akan mengukur tingkat keberhasilan suatu model
dalam memprediksi kelas positif dari semua prediksi positif yang dihasilkan, metrik recall akan
mengukur sejauh mana model mengklasifikasi kelas positif yang sebenarnya dengan akurat, lalu metrik
f1-score akan mengukur kemampuan precision dan recall dari suatu model.

Actual Values

Positive (1) Negative (0)

Positive (1) TP FP

Predicted Values

Negative (0) FN TN

Gambar 5. llustrasi Confusion Matrix [15]
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Tabel 3. llustrasi Hasil Metrik Evaluasi

No Metrik Nilai
1 | Accuracy 0.8448
2 | Precision 0.8479
3 | Recall 0.8479
4 | F1-score 0.8448
3. Hasil dan Pembahasan

Proses klasifikasi kematangan buah tomat menggunakan total data sebanyak 530 gambar, dengan
persentase pembagian data 76% untuk data training, 23% untuk data validation, dan 1% untuk data
testing. Sebelum melatih model CNN Inception-V3 dan ResNet50, dilakukan tahap pra-pemrosesan
untuk menyeragamkan setiap data gambar buah tomat dalam satu dataset, agar proses pelatihan
model lebih optimal. Berikut gambar dari hasil pra-pemrosesan yang terdiri dari rescaling dan resize
yang dapat dilihat pada Gambar 6 di bawah ini

ResNetSO Gambar Asli o ResNet50 - Red

& ResNet50 - Green

0 100 200

0 100 200
ResNet50 - Blue

ResNetSO Setelah Preprocessing ResNeL‘:O Setelah Augmentasi

50 50

100 100
150 150

200 200

o 100 200 100

100 200

InceptlonVB Gambar Asli InceptionV3 - Red

i InceptionV3 - Green

50 50 50

100 100 100

150 150 150
200 200

250 250

100 200

0 100 200 0 00 200

= InceptionV3 - Blue Incep(mnvi Setelah Preprocessing In(e&ahonV} Setelah Augmentasi

50
100

Gambar 6. Hasil Pra-Pemrosesan

Setelah melakukan pra-pemrosesan, dilakukan tahap augmentasi data untuk memberikan variasi data
agar risiko overfitting saat pelatihan model dapat berkurang. Parameter yang digunakan dalam proses
augmentasi data terdiri dari rotation range, shear range, zoom range, width shift range, height shift

range, horizontal flip, dan fill mode. Hasil dari proses augmentasi data dapat dilihat pada Gambar 7 di
bawah ini.

Asli Rotasi Shear Horizontal Flip Width Shift Height Shift Zoom

S99 @ 99

Gambar 7. Hasil Augmentasi Data

Kemudian dilanjutkan ke proses pelatihan model CNN Inception-V3 dan ResNet50. Berdasarkan
proses pelatihan kedua model tersebut, diperoleh parameter yang menghasilkan tingkat akurasi paling
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baik dari model CNN Inception-V3 dan ResNet50. Kedua model tersebut menghasilkan tingkat akurasi
yang sama pada parameter epoch 150 dan nilai learning rate 0,0001. Model CNN Inception-V3 pada
epoch 150 menghasilkan nilai training accuracy sebesar 93,75% dan nilai validation accuracy sebesar
94,79%. Sedangkan nilai training loss yang dihasilkan sebesar 27,63% dan validation loss sebesar
17,15%. Berikut grafik performa dari model CNN Inception-V3 yang dapat dilihat pada Gambar 8 di
bawah ini.
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Gambar 8. Grafik Performa Model CNN Inception-V3

Di sisi lain, model CNN ResNet50 pada nilai epoch yang sama, yaitu epoch 150 menghasilkan nilai
training accuracy sebesar 96,87% dan nilai validation accuracy sebesar 94,79%. Sedangkan nilai
training loss yang dihasilkan sebesar 14,67% dan validation loss sebesar 9,46%. Berikut grafik
performa dari model CNN ResNet50 yang dapat dilihat pada Gambar 9 di bawah ini.
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Gambar 9. Grafik Performa Model CNN ResNet50

Berdasarkan kedua grafik pada Gambar 8 dan 9, pada kurva grafik training terlihat bahwa arsitektur
Inception-V3 mengalami fluktuasi nilai akurasi yang cukup tinggi. Dibandingkan dengan arsitektur
ResNet50 yang walaupun juga mengalami fluktuasi nilai, tetapi pada pertengahan proses pelatihan
model kurva bergerak lebih stabil setelah melewati epoch 60. Sedangkan di sisi kurva grafik validation,
kedua arsitektur tersebut memiliki performa yang stabil. Namun, arsitektur ResNet50 memiliki performa
validation yang lebih stabil daripada arsitektur Inception-V3. Kemudian, berdasarkan metode confusion
matrix kedua model menunjukkan perbedaan performa yang tipis. Dari 60 gambar pada kelas belum
matang dan 60 gambar pada kelas matang, terdapat 2 gambar yang salah diidentifikasi oleh model
CNN Inception-V3, yaitu kelas matang yang salah diklasifikasi sebagai kelas belum matang, serta 7
gambar yang diklasifikasi sebagai kelas matang yang seharusnya adalah kelas belum matang.
Sedangkan model CNN ResNet50 dengan jumlah gambar dan kelas yang sama, terdapat 2 gambar
yang juga salah diklasifikasi seperti pada model CNN Inception-V3, yaitu kelas matang yang salah
diklasifikasi sebagai kelas belum matang, serta 6 gambar yang diklasifikasi sebagai kelas matang yang
seharusnya adalah kelas belum matang. Berikut adalah gambar dari confusion matrix dari kedua model
tersebut yang dapat dilihat pada Gambar 10 dan 11.
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Gambar 10. Confusion Matrix Model CNN Inception-V3
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Gambar 11. Confusion Matrix Model CNN ResNet50

Kemudian, perbandingan antara arsitektur Inception-V3 dan ResNet50 dengan 4 metrik evaluasi
(accuracy, precision, recall, dan f1-score) menunjukkan bahwa Inception-V3 menghasilkan nilai
accuracy sebesar 94,16%, nilai precision sebesar 94,28%, nilai recall sebesar 94,17%, dan f1-score
sebesar 94,16%. Sedangkan arsitektur ResNet50 menghasilkan nilai accuracy sebesar 95%, nilai
precision sebesar 95,05%, lalu nilai recall serta f1-score yang sama-sama menghasilkan nilai 95%.
Berdasarkan hasil tersebut, model CNN ResNet50 memiliki performa yang tidak berbeda jauh dengan
model CNN Inception-V3. Berikut Tabel 4 dan 5 dari hasil metrik evaluasi dari kedua arsitektur tersebut.

Tabel 4. Hasil Metrik Evaluasi Model CNN Inception-V3

No Metrik Nilai
1 Accuracy 0.9417
2 Precision 0.9428
3 Recall 0.9417
4 F1-score 0.9416

Tabel 5. Hasil Metrik Evaluasi Model CNN ResNet50

No Metrik Nilai
1 Accuracy 0.95
2 Precision 0.9505
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Recall

0.95

F1-score

0.95

Setelah mengetahui performa dari kedua arsitektur tersebut, dilakukan pengujian menggunakan data
testing yang telah disediakan untuk melihat implementasi kedua model tersebut dalam mengklasifikasi
kematangan buah tomat. Hasil pengujian dengan data testing menunjukkan bahwa kedua model
tersebut dapat mengklasifikasi gambar buah tomat dengan akurat. Baik arsitektur Inception-V3 maupun
ResNet50 tidak mengalami kesalahan identifikasi dan sesuai dengan kelas target yang dipakai. Berikut
tabel 6 dan 7 yang merupakan hasil pengujian data festing dari kelas belum matang dan matang.

Tabel 6. Hasil Klasifikasi Data Testing Kelas Belum Matang

No

Kelas Target

Gambar

Hasil Klasifikasi

Inception-V3

ResNet50

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang

Belum Matang
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Tabel 7. Hasil Klasifikasi Data Testing Kelas Matang

Hasil Klasifikasi
No Kelas Target Gambar Inception-V3 ResNet50
1 Matang Matang Matang
2 Matang ' Matang Matang
3 Matang ‘ Matang Matang
4 Matang 6 Matang Matang
5 Matang ’ Matang Matang
4, Kesimpulan

Pada penelitian ini dapat diambil kesimpulan bahwa model CNN Inception-V3 dan ResNet50
menghasilkan performa klasifikasi yang mengesankan. Berdasarkan metrik evaluasi, arsitektur
Inception-V3 menghasilkan performa accuracy sebesar 94,17%, precision 94,28%, recall 94,17%, dan
f1-score 94,16%. Sedangkan arsitektur ResNet50 menghasilkan performa accuracy sebesar 95%,
precision 95,05%, recall 95%, dan f1-score 95%. Walaupun di atas kertas performa arsitektur ResNet50
lebih unggul daripada arsitektur Inception-V3, hasil pengujian dengan data testing menunjukkan kedua
model tersebut dapat mengklasifikasi gambar buah tomat dengan akurat.
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